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The Physical Footprint 
of Artificial Intelligence

By Charlie Nichols, aicp

Every time you ask ChatGPT, Gemini, or Claude a question, you are tapping into a 
sprawling, power-hungry network of machines. Somewhere, a data center’s processors 
are whirring, fans are spinning, and megawatts of electricity are flowing.

Artificial intelligence (AI) may feel vir-
tual, but its footprint is intensely physical. 
Behind every chatbot interaction, predic-
tive algorithm, or autonomous system lies 
a vast network of data centers, power 
generators, and electricity transmission 
and distribution infrastructure. As vast as it 
is now, the demand for computing power 
is growing at an exponential rate, and local 
zoning is on the front lines.

This issue of Zoning Practice explores 
the physical effects of AI deployment and 
highlights core considerations for local 
planning and zoning. It begins with a sum-
mary of the land use characteristics of the 
system of data centers that host and serve 
contemporary AI models before highlight-
ing noteworthy regulatory approaches and 
areas of opportunity for zoning updates 
and land use decision-making processes.

Data center 
infrastructure 
in the United 
States, 2025 
(Credit: NREL)

https://docs.nrel.gov/docs/gen/fy25/94502.jpg
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What Are the Physical Needs of 
AI?
When we think about artificial intelli-
gence, we often imagine abstract ideas 
or algorithms, software, or maybe a chat 
assistant or a robot. But AI is deeply phys-
ical. It runs on powerful hardware that 
lives in large buildings, draws enormous 
amounts of electricity, and requires robust 
infrastructure to keep it cool and opera-
tional. These needs are shaping land use 
decisions in ways many communities have 
never dealt with before.

AI Lives in Data Centers
The primary home of AI is the data center. 
These are large, sometimes windowless, 
buildings filled with servers, networking 
equipment, and backup systems. While 
some are sleek and high-tech, many look 
like simple warehouses. But inside, the 
technology is anything but simple.

AI workloads require far more com-
putational power than traditional cloud 
computing. That means more servers 
packed with graphics processing units 
(GPUs), which are optimized for machine 
learning tasks. These GPUs are energy-in-
tensive and generate a significant amount 
of heat (Shehabi et al. 2024; Casey 2025).

This is why the design, location, 
and infrastructure of data centers have 
become such a big deal. For example, 
Meta’s Altoona, Iowa, data-center campus 
has more than five million square feet of 
space and is still growing (Miller 2022).

Data centers themselves fall into sev-
eral distinct categories. Edge or micro 
facilities are the smallest, often modular 
container-sized enclosures ranging from 
a few hundred to a few thousand square 
feet. Enterprise data centers, typically 
operated by corporations or universities, 
can range from about 5,000 to 50,000 
square feet, sometimes larger. Colocation 
facilities lease space to multiple ten-
ants and often fall between 50,000 and 
600,000 square feet, with many averaging 
around 150,000 square feet. At the largest 
scale are hyperscale data centers, typically 
built by major cloud or AI providers, which 
can easily reach hundreds of thousands 
of square feet per building and exceed 
one million square feet across a campus 
(Zhang 2023).

While many forecasts focus on power 

demand rather than square footage, it is 
possible to translate one into the other. 
Deloitte estimates that AI-driven data 
centers could require up to 123 gigawatts 
(GW) of capacity in the U.S. by 2035, com-
pared to roughly 4 GW today (Stansbury 
et al. 2025). Real-world projects suggest 
that every megawatt of IT load requires 
between 5,000 and 12,000 square feet of 
total building area. Applying that ratio to 
123 GW implies a national buildout of 615 
million to 1.48 billion square feet of data 
center space, equivalent to about 22 to 
53 square miles. Land use estimates point 
in a similar direction, with recent proj-
ects averaging 0.5 to 1.5 acres per MW, 
which would translate to roughly 96 to 
288 square miles of U.S. land devoted to 
AI-related data center campuses by 2035 
(Stansbury et al. 2025).

A proposed 612-
acre hyperscale 

data center 
campus in Cedar 

Rapids, Iowa 
(Credit: QTS)

AI Needs Lots of Electricity
Power demand is one of the most crit-
ical limiting factors in scaling AI. The 
U.S. Department of Energy’s Secretary of 
Energy Advisory Board notes that legacy 
hyperscale data centers have typically 
connected at 20–50 megawatts (MW), 
but utilities are now receiving AI-driven 
connection requests for single campuses 
of 300–1,000 MW (2024). To put the 
low end of that new range in context, a 
300 MW facility running around the clock 
would consume about 2.6 terawatt-hours 
a year—roughly the annual electricity 
use of 250,000 U.S. homes (calculated 
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with the U.S. EIA average of 10,500 kWh 
per household). These unprecedented 
loads are forcing planners, utilities, and 
regulators to rethink siting, transmission 
capacity, and community-impact mitiga-
tion.

This demand is driving data centers 
to locate near existing transmission infra-
structure, substations, or power plants. 
In some cases, new substations or trans-
mission lines are being proposed just to 
support AI infrastructure. Local planners 
are being asked to approve not just build-
ings, but energy projects with regional 
impacts.

There is also growing concern about 
the climate impacts of AI. Researchers 
estimate that the cumulative carbon emis-
sions from AI models could reach 3.66 
to 8.72 million tons in the U.S. alone—the 
equivalent of driving an average gaso-
line-powered car nine to 22 billion miles 
(Ding et al. 2025; USEPA 2024). This has 
led to pressure for data centers to run on 
renewable energy, adding another layer 
of land use complexity as solar or wind 
farms are proposed nearby or colocated 
together with data centers.

AI Needs Water and Cooling
All that power generates heat, and that 
heat has to go somewhere. Most data 
centers use a combination of air- and 
watercooling systems. Some of the largest 
AIfocused facilities can consume hundreds 
of thousands of gallons of water per day 

for evaporative cooling (Lei et al. 2025; 
Shehabi et al. 2024; Selsky 2022). That’s 
raising concerns in water-scarce regions 
or places where water infrastructure is 
already stretched thin.

For example, in The Dalles, Oregon, a 
dispute between Google and the city over 
water use became national news when 
the city council approved a water agree-
ment to support Google’s data center 
expansion, despite local concerns about 
long-term water availability (Selsky 2022).

Water and cooling infrastructure also 
raise siting questions. Should data centers 
be allowed in areas with limited water sup-
ply? What happens when a tech company 
becomes one of the largest users of 
municipal water? These questions are 
starting to reach planning commissions 
and city councils.

AI Needs Fiber and Connectivity
Finally, AI infrastructure depends on high-
speed fiberoptic connections. Training 
models and delivering AI services both 
require fast, reliable data transmission. 
This can drive the need for new fiber lines, 
telecom infrastructure, or even small-cell 
installations in rural or suburban areas 
(RVA LLC 2025; Walker 2024).

It’s not just big cities seeing these 
investments. Some rural areas are gaining 
interest from AI developers because they 
offer space, lower land costs, and coop-
erative local governments—provided they 
can offer fiber access and a willing utility 
partner.

How Is AI Infrastructure 
Regulated (or Not)?
If your city or county does not already 
have a data center, just wait. The odds 
are increasing that a tech company, or the 
utility that serves them, will soon come 
knocking. Yet most local governments 
are not fully prepared to regulate AI infra-
structure. In many places, the regulatory 
framework is either nonexistent or built for 
a different era of technology.

Zoning Codes Rarely Mention AI 
or Data Centers
Many zoning codes still make no explicit 
reference to “artificial intelligence” or even 
to “data centers.” Where definitions are 
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Top-five U.S. 
Google data 
centers by annual 
water withdrawals, 
2024 (Credit:
Google’s 2025 
Environmental 
Report)
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absent, planners may choose to slot these 
facilities into broad buckets such as ware-
housing, light-industrial, or public-utility 
uses, even though the buildings may be 
packed wall-to-wall with servers instead of 
pallets.

Yet these facilities behave very dif-
ferently from the categories they’re often 
shoehorned into, and there are many 
reasons why local governments may want 
to specifically define data center uses 
(Morley 2022). Their continuous operation 
demands megawatts of electricity and, 
in many climates, hundreds of thousands 
of gallons of cooling water per day; the 
equipment generates heat and noise; and 
the employment footprint is minimal. When 
such impacts are overlooked, commu-
nities can be blindsided—as happened 
in Prince William County, Virginia, where 
approval of a massive datacenter corridor 
sparked backlash over noise, power deliv-
ery, and land use compatibility.

Recognizing this mismatch, an 
increasing number of jurisdictions have 
begun to write data-center-specific rules. 
Loudoun County, Virginia, imposes 
façade, screening, lighting, and pedes-
trian-connectivity standards on by-right 
data centers to blunt visual impacts while 
leveraging their tax base (§4.06.02). 
Prince William County uses a Data Center 
Opportunity Zone Overlay to funnel proj-
ects to infrastructure-served parcels and 
require design review (§32-509). Missoula 
County, Montana, offers a different model. 
The county’s ordinance, crafted for crypto-
currency mines, confines those operations 
to industrial zones and requires them to 
offset 100 percent of their electricity use 
with renewable energy (§5.10). Because 
cryptocurrency mines and large‑scale 
data centers both run continuously, draw 
high‑density power, and employ few 
on‑site workers, planners can adapt the 
same toolkit—clear land use definitions, 
targeted overlay districts, and energy‑fo-
cused performance standards—to data 
centers when communities want compa-
rable safeguards.

Looking ahead, AI training clusters 
dwarf the loads discussed in 2022, with 
utilities now fielding single-campus inter-
connection requests of 300 MW and 
more. The zoning fundamentals remain the 
same, but the stakes are higher. Without 

proactive definitions, locational criteria, 
and impact standards, local governments 
risk conceding critical decisions about 
land, water, and grid capacity to devel-
opers’ timetables rather than community 
goals.

Data Center 
Alley in Loudoun 
County, Virginia 
(Credit: Gerville/
iStock/Getty 
Images Plus)

Many AI Facilities Are Allowed by 
Right
In areas that do allow data centers 
by right, local officials often have little 
authority to influence their design or sit-
ing (Morley 2022). Developers may be able 
to build massive facilities with only admin-
istrative approval. If the project complies 
with the basic zoning and building code, it 
can move forward, even if it brings signifi-
cant impacts to neighboring properties or 
the local infrastructure system.

This hands‑off, by‑right approach can 
leave neighbors in the dark when a cam-
pus that draws 100 MW or more of power 
is permitted the same way a warehouse 
is. Such facilities may also require hun-
dreds of thousands of gallons of cooling 
water per day and generate continuous 
low‑frequency noise from chillers, pumps, 
and backup generators (Van Geet and 
Sickinger 2024). Without a public‑hearing 
trigger, residents may not learn what is 
coming until the bulldozers roll.

That said, relying on discretion-
ary use permits alone is not a perfect 
fix. Case‑by‑case approvals can introduce 
uncertainty, increase timelines, and dupli-
cate reviews that utilities already perform 
when they decide whether to supply the 
necessary electricity and water. A more 
balanced strategy is to embed objective, 
use‑specific standards (e.g., caps on 
sound at the property line, requirements 
for renewable‑energy procurement, and 

https://online.encodeplus.com/regs/loudouncounty-va-crosswalk/doc-viewer.aspx#secid-859
https://library.municode.com/va/prince_william_county/codes/code_of_ordinances?nodeId=CH32ZO_ARTVOVDI_PT509DACEOPZOOVDI
https://www.missoulacounty.us/government/community-development/planning-development-and-sustainability/zoning-regulations
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water‑recycling targets) directly into the 
zoning code. Guidance from the Urban 
Land Institute shows how clear definitions, 
overlay districts, and measurable perfor-
mance thresholds can give developers 
predictability while still protecting commu-
nity interests (Miet 2024). By pairing these 
standards with early coordination among 
planners, utilities, and residents, commu-
nities can address local impacts without 
resorting to duplicative or open‑ended dis-
cretionary reviews.

Infrastructure Approvals May Be 
Handled Separately
Adding to the complexity, the infrastructure 
needed to support AI such as transmis-
sion lines, substations, power generation 
facilities, battery energy storage. and fiber 
installations is often regulated under dif-
ferent frameworks. Utilities may have their 
own review and siting authority at the state 
level, which can bypass local land use 
processes entirely.

Large solar or wind projects, for exam-
ple, are pre-empted from local control in 
more than 20 U.S. states, leaving local 
governments to vet the data-center build-
ing, while the power generation facility that 
feeds it is debated elsewhere (Gomez and 
Morley 2023; Morley 2025). Fragmented 
approvals make it hard for planners to tally 

cumulative effects such as substations, 
access roads, or groundwater withdrawals.

Battery-energy-storage systems 
(BESS) create another layer of complexity, 
and a clear trend of data centers colocat-
ing BESS on-site is accelerating 
(ZincFive 2024). Some states exempt utili-
ty-scale BESS that are colocated with 
generation assets, while others treat them 
as industrial equipment needing only an 
electrical permit. Where local authority 
does apply, recent guidance recommends 
clear definitions, district regulations, and 
objective safety standards, thermal-run-
away monitoring, minimum setbacks, and 
emergency-response plans to avoid 
ad-hoc hearings (Ross and Vadali 2024).

Developers are now bundling data 
centers with on-site renewables and stor-
age in microgrid “energy parks,” aiming 
to bypass long interconnection queues 
and control energy costs. Recent proj-
ects in Texas and Virginia pair hundreds 
of megawatts of generation and storage 
with adjacent server halls, creating hybrid 
campuses that straddle state energy-facil-
ity review, regional transmission rules, and 
local zoning (DiGangi 2025). To keep pace, 
planners can identify jurisdictional triggers 
early, embed measurable performance 
standards (e.g., noise caps, screening, or 
renewable-energy sourcing) in their codes, 

The Eland Solar-
plus-Storage 

Center in Kern 
County, California 

(Credit: The Desert 
Photo/iStock/Getty 

Images Plus)
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and coordinate with utilities so local and 
state reviews proceed on aligned time-
lines.

Environmental Review Is 
Inconsistent
Environmental review of AI infrastructure 
also varies widely. In states that require 
environmental impact statements (EIS), 
large-scale data centers may undergo 
detailed scrutiny. But in states without EIS 
laws, or for smaller projects, there may be 
minimal analysis of water use, energy con-
sumption, or greenhouse gas emissions 
(Morris 2024).

Even where review is required, the 
focus may be on the building itself, rather 
than the full ecosystem of impacts. For 
example, if a local code does not require 
review of off-site power infrastructure or 
supporting utility upgrades, critical issues 
related to energy delivery, environmental 
impact, or long-term capacity may fall 
through the cracks.

Local Governments Are Starting 
to Catch Up
Local governments are no longer standing 
still while hyperscale campuses spring 
up at the edge of town. Since 2023, a 
wave of city councils, county boards, and 
planning commissions have begun mov-
ing data centers out of catch‑all industrial 
categories and into their own, better‑de-
fined regulatory boxes. Some jurisdictions, 
such as Atlanta, now require special‑use 
permits tied to energy, water, and noise 
studies (Ordinance 25-O-1063). Others, 
such as Cedar Rapids, Iowa, leverage 
community‑benefit agreements to ensure 
local reinvestment when a project wins 
approval (Pratt 2025).

Approaches vary, but the trend is 
unmistakable: Communities are adopting 
objective, use‑specific standards rather 
than relying solely on ad‑hoc discretionary 
permits. Some ordinances steer projects 
into infrastructure‑served corridors, others 
set caps on sound and water use, and a 
growing number link approvals to renew-
able energy procurement or on‑site 
battery storage. Table 1 highlights seven 
recent examples illustrating the breadth of 
new zoning language, overlay districts, 
and design guidelines that together show 
local governments are indeed catching up.

Table 1. Examples of Recent Local Regulatory Updates for Data Centers

Jurisdiction How it regulates data-center 
impacts

Atlanta, GA  Requires a special-use permit 
for every new data center and 
empowers the city council to 
review water-consumption, energy-
efficiency, and noise-mitigation plans 
(Ordinance 25O1063, 2024)

Brainerd, MN  Prohibits data centers unless the 
planning commission approves 
a conditional-use permit that 
addresses cooling noise and utility 
demand (Ordinance No. 1581, 2025)

Chandler, AZ  Adds a data center use category; 
limits the use to Planned Area 
Development zones and sets size, 
generator-testing and water-recycling 
standards (Ordinance No. 5033, 2022)

Tempe, AZ  Requires a water use plan and 
enhanced setbacks next to homes 
and schools, and “innovation hubs” 
(Ordinance No. O2025-23, 2025)

Phoenix, AZ  Defines “data center,” restricts 
locations, and introduces design 
standards such as façade articulation 
and noise studies (Ordinance 
G-7396, 2025)

Sugar Grove, IL  Creates a dedicated district with 
height limits, façade screening, and 
a master-utility-plan requirement 
(Ordinance No. 2022-1206B, 2022)

Frederick County,  
MD 

Establishes an overlay zone that 
limits where data centers can be built 
(Bill No. 25-05, 2025)

What Should Planners Be 
Thinking About?
Artificial intelligence may sound futuristic, 
but the decisions that shape its physical 
footprint are being made today. Local 
governments that wait too long to prepare 
may find themselves reacting to projects 
rather than guiding them. So what should 
planners be thinking about now?

Think About Scale
AI infrastructure often hides in plain sight 
until its true footprint emerges. What looks 
like a single “warehouse” can blossom 
into a portfolio buildout—multiple server 

https://atlantacityga.iqm2.com/Citizens/Detail_LegiFile.aspx?Frame=&MeetingID=4166&MediaPosition=&ID=37303&CssClass=
https://atlantacityga.iqm2.com/Citizens/Detail_LegiFile.aspx?Frame=&MeetingID=4166&MediaPosition=&ID=37303&CssClass=
https://brainerdmn.portal.civicclerk.com/event/1230/files/attachment/4878
https://library.municode.com/az/chandler/ordinances/code_of_ordinances?nodeId=1187470
https://library.municode.com/az/tempe/ordinances/zoning_and_development_code?nodeId=1366946
https://phoenix.legistar.com/LegislationDetail.aspx?ID=7447349&GUID=CFD35FCB-1DB0-409C-A96B-F814C05FC09A&Options=&Search=
https://phoenix.legistar.com/LegislationDetail.aspx?ID=7447349&GUID=CFD35FCB-1DB0-409C-A96B-F814C05FC09A&Options=&Search=
https://www.egovlink.com/public_documents300/sugargrove/published_documents/Agenda%20Documents/2022/20221206/8g%20Ordinance%20Amending%20the%20Village%20Code%20Title%2011%20Zoning%20Regulations%20Data%20Center%20Zoning%20District%20Regulations.pdf
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halls, two substations, a battery yard, and 
a 30-inch water main, all staged over a 
decade (USDOE SEAB 2024). To avoid 
approving these megaprojects one slice at 
a time, some jurisdictions now demand a 
phased master plan up front. For example, 
Loudoun County, Virginia, requires every 
data-center rezoning to include a “Data 
Center Development Plan” showing the full 
buildout of power feeds, cooling infrastruc-
ture, and utility corridors before the first 
site plan is approved (2025).

Regional utilities are following suit by 
running scenario-based load models to 
test whether transmission and groundwa-
ter supplies can keep up. A 2024 white 
paper by Energy + Environmental Eco-
nomics describes how such models 
informed Portland (Oregon) General 
Electric’s latest integrated-resource plan 
and helped local planners identify future 
right-of-way corridors for two new 230-kV 
lines (Riu et al. 2024). By asking for phased 
utility exhibits and participating in utility 
load-growth scenarios, planners can make 
sure each new server hall fits into a sys-
tem-wide picture rather than becoming an 
isolated surprise.

Think About Alignment With Your 
Plans
Many comprehensive plans still treat 
“technology infrastructure” as an after-
thought, yet data-center proposals are 
now shaping decisions on land sup-
ply, energy policy, water allocation, and 
broadband. Start by inventorying where 
AI-related facilities touch existing plan 
elements—utilities, environmental steward-
ship, economic development—and flag the 
gaps.

One emerging best practice is to link 

data-center approvals directly to com-
munity climate goals. Embedding such 
benchmarks in comprehensive plans or 
codes gives planners clear decision crite-
ria and ensures that new AI infrastructure 
advances, rather than conflicts with, local 
resiliency objectives.

Plans can also weave data-center 
growth into broadband and workforce 
strategies. The U.S. Department of Ener-
gy’s 2024 report on AI infrastructure 
recommends that local governments coor-
dinate land-use designations with state 
broadband-expansion maps so that fiber 
corridors serving data centers double as 
backbone routes for underserved neigh-
borhoods (USDOE SEAB 2024). Aligning 
these layers up front helps planners 
negotiate public-benefit clauses—such as 
dark-fiber setasides or training programs, 
rather than scrambling for concessions 
late in the process.

Updating your plan first and then 
adopting measurable standards that flow 
from it gives applicants clarity, while ensur-
ing projects advance the community’s 
long-term vision.

Think About Infrastructure 
Capacity
AI campuses can overwhelm local utilities 
faster than many other land uses. Virgin-
ia’s Joint Legislative Audit and Review 
Commission estimates that data centers 
will require 11 gigawatts (GW) of new elec-
tric generation and transmission in that 
state alone by 2035, roughly one-third of 
Dominion Energy’s entire current system 
(VJLARC 2024). National modeling by 
Energy + Environmental Economics shows 
a similar surge, with some balancingareas 
seeing load grow 25 percent in a single 
decade under an “AI-high” scenario (Riu et 
al. 2024).

Water systems face parallel stress. At 
Google’s complex in The Dalles, Oregon, 
public records show cooling demand 
could top one-quarter of the city’s cur-
rent supply, prompting a 2023 agreement 
that pauses future phases unless new 
wells come online (Selsky 2022). Quincy, 
Washington, responded to similar pres-
sures by creating a special water rate 
class and meter fee for data centers to 
fund infrastructure upgrades (2025). These 
examples point to tools planners can 

Many comprehensive plans still 
treat “technology infrastructure” 
as an afterthought, yet data 
center proposals are now shaping 
decisions on land supply, energy 
policy, water allocation, and 
broadband. 



Zoning Practice | American Planning Association | October 2025  9

adopt: cumulative-demand studies 
embedded in utility master plans, tiered 
rate structures that recover capital costs, 
and permit conditions that link new con-
struction to confirmed water-capacity 
projects.

Electric and water systems are only 
part of the picture. Broadband providers 
may need additional conduit banks, and 
public works departments often discover 
that construction traffic surpasses road-
design volumes. Objective, use-specific 
standards, such as requiring a utilityinfra-
structure plan that maps ultimate 
substations, mains, and fiber routes, plus 
haul-route and pavement-repair agree-
ments, give planners leverage without 
duplicating state or utility reviews.

Think About Cumulative Impacts
A single 30 MW data center can feel 
benign, yet clusters of 10 or more along 
one corridor may push peak electric 
load past a gigawatt, double truck traffic 
during construction, and raise ambient 
sound by up to 10 dBA at nearby homes 
(VJLARC 2024). Project-by-project review 
often misses these system-level effects, so 
several jurisdictions now require applicants 
to look beyond their parcel lines.

Clustering can also amplify benefits 

The Three Mile 
Island nuclear 
power plant 
in Middleton, 
Pennsylvania, 
which is coming 
back online to 
power Microsoft 
data centers 
(Credit: gsheldon/
iStock Editorial/
Getty Images Plus)

if managed deliberately. Developers in 
Texas and Virginia now pair multiple 
server halls with a shared microgrid that 
combines on-site solar, wind, and battery 
storage—an “energy-park” model that 
eases interconnection delays and helps 
regions meet renewable-energy goals 
(DiGangi 2025). By mapping preferred 
corridors for both data centers and their 
supporting infrastructure, planners can 
steer growth to areas where capacity, 
compatibility, and community returns align.

Think About Equity and 
Community Benefits
Data-center projects promise major capital 
investment but generate few long-term 
jobs and can offload noise, truck traffic, 
and resource use onto nearby neighbor-
hoods. Additionally, new cost analyses 
show that ordinary ratepayers are already 
footing most of the bill for AI’s voracious 
appetite for electricity.

Monitoring Analytics, the independent 
market monitor for PJM Interconnection, 
the largest regional transmission organi-
zation in the U.S., calculated that between 
2024 and 2025 data-center electricity 
demand added about $25 to the typical 
household’s monthly bill (Biryukov 2025). 
PJM now projects that AI and data-center 
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demand will double the region’s energy 
use by 2033, whereas growth would have 
been only 15 percent by 2040 without new 
campuses (JLARC 2024).

In response to this and other similar 
projections of effects on ratepayers, law-
makers in New Jersey (AB 5466), Oregon 
(HB 3546), and other states have intro-
duced bills or tariffs to place data centers 
in a separate rate class or require them to 
“bring their own clean power,” so every-
day customers are not forced to subsidize 
the electricity needs of trillion-dollar tech 
companies (Levy 2025). More commu-
nities are also moving to tie approvals to 
arrangements that deliver measurable 
local benefits.

For example, Cedar Rapids, Iowa, 
required QTS to sign a community 
benefits agreement (CBA) that will 
return about $18 million over 20 years for 
workforce training, broadband expan-
sion, and green-infrastructure projects 
(Pratt 2025). Legal guidance stresses clear 
milestones, third-party verification, and 
enforcement clauses to keep such agree-
ments credible (Eisenson 2023).

Meanwhile, Quincy, Washington, cre-
ated a special water rate class for data 
centers in 2024, adding higher volumetric 
charges and meter fees earmarked for 
new wells and main upgrades. Targeted 
surcharges turn one user’s high demand 
into system-wide resilience.

By weaving CBAs and host-com-
munity fees into zoning approvals or 
development agreements, planners can 
ensure that AI infrastructure acts as a 

catalyst for broader community gain rather 
than an enclave of private benefit.

Where Can Planners Learn 
More?
As artificial intelligence infrastructure 
expands, planners have a growing need to 
stay informed about what these facilities 
are, how they function, and how to plan for 
them thoughtfully. The good news is that 
several helpful resources already exist, and 
more are emerging every year.

Follow the Energy
Many AI-related land use challenges stem 
from energy demand. That means energy 
planning organizations are a good place 
to start. Resources from the U.S. Depart-
ment of Energy, National Renewable 
Energy Laboratory, and Lawrence Berke-
ley National Laboratory offer insights into 
data center energy use, grid impacts, and 
cooling technologies (Shehabi et al. 2024; 
USDOE SEAB 2024; Van Geet and Sick-
inger 2024).

State and regional energy offices are 
also useful partners. They can help plan-
ners understand energy trends, forecasted 
demand, and opportunities to align AI-re-
lated development with state energy goals.

Watch the Water
Water use is another key issue, especially 
in places facing drought or groundwater 
depletion. Reports from the U.S. Environ-
mental Protection Agency, as well as local 
water utilities and watershed management 
agencies, can help assess water-related 
impacts of AI infrastructure.

Planners can also look to academic 
and journalistic research on water use in 
cooling systems, which varies significantly 
based on the type of cooling and climate 
zone (Berreby 2024).

Track Technology and Land Use 
Trends
For a broad view of how technology 
affects land use, the Lincoln Institute of 
Land Policy and the Urban Land Institute 
have both published helpful materials. 
These organizations explore how emerg-
ing technologies from AI to autonomous 
vehicles are reshaping cities, infrastruc-
ture, and land markets.

A North Dakota 
data center using 
nonconductive 
fluid to cool 
servers rather 
than air or 
water cooling 
systems (Credit: 
halbergman/E+)

https://legiscan.com/NJ/bill/A5466/2024
https://olis.oregonlegislature.gov/liz/2025R1/Measures/Overview/HB3546
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Local case studies can also be 
instructive. Some jurisdictions have started 
sharing lessons learned from planning 
for large-scale data centers or tech cam-
puses. For example, Loudoun (2024; 2025) 
and Fairfax (2024) Counties in Virginia offer 
planning documents and staff reports that 
shed light on real-world challenges and 
solutions.

Build Cross-Sector Relationships
Planning for AI infrastructure requires col-
laboration. It touches on land use, utilities, 
economic development, and environmen-
tal protection. Building relationships with 
energy providers, water utilities, economic 
development groups, and regional plan-
ning agencies can help planners spot 
opportunities and anticipate challenges.

Conferences like the American Plan-
ning Association’s National Planning 
Conference, Grid Forward, or Smart Cities 
Connect often include sessions on tech-
nology infrastructure. These events are a 
great way to hear from peers and industry 
experts.

AI infrastructure is no longer a far-
off idea; it’s already shaping land use 
decisions in communities across the 
country. For planners, this presents both 
challenges and opportunities. By under-
standing what AI infrastructure is, what it 
requires, and how it fits into broader plan-
ning goals, local governments can prepare 
for development that is sustainable, equi-
table, and forward-looking.

As with many emerging trends, the 
best path forward is to stay curious, build 
partnerships, and think holistically. AI may 
be powered by algorithms, but the future it 
creates will depend on human decisions, 
including the choices planners make 
today.
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